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An Artificial Neural Network (ANN) is an information processing paradigm that is inspired by the way
biological nervous systems, such as the brain, process information.
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Neural Network training is one of the biggest challenges, but many advanced techniques are
invented to crack it down.
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Stochastic Gradient Descent(SGD)s: Backpropagation

Momentum / Nesterov accelerated gradient
Adagrad / Adadelta / RMSprop / Adam .
d / / prop / *  Mapitold Learning: Isomap, t-SNE




Deep Neural Network
A deep neural network (DNN) is an artificial neural network (ANN) with multiple hidden layers of units

between the input and output layers.
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Several breakthroughs are behind the rise of DNN

Manifold Learning with 1000 points, 10 neighbors
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LLE (0.17 sec) LTSA (0.37 sec) Hessian LLE (0.51 sec)|

Isomap (0.47 sec)

Thread Processor

GPGPU Better Optimization Methods Feature/Manifold Learning



» Deep Learning Applications

(4

vV v Vv VY

Bel @ S

Computer Vision

Neutral Language Processing
Recommender System

Alpha Go

Auto Drive




Computer Vision: from MNIST(Handwritten Digit Recognition) to ImageNet(Natural Image Labeling)
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Deeper and more complex CNN.



Deep Learning Applications

Nevutral Language Processing: deep learning is replacing large amount of labor feature engineering
in the area.
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Speech Recognition :

\erb tense

and so on..
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Deep Learning Applications

Alpha GO: Deep Learning + Reinforce Learning.

Policy network

Pylp(als)

Value network

Vo(s’)

w
b,

A

Monte-Carlo tree search (MCTS):
sampling long sequences of actions
for both players

Value Network:

evaluating positions, predicts the
winner of game, trained by
reinforcement learning

Policy Network:
sampling actions to search, first

trained using expert human mov
then trained by reinforcement
learning



Self Drive: Is it just an application of Image Recognitione
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