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Linear Regression

n observations, each has one response variable and p predictors
s ol
Y =0 ), s nxl
=(Xl~'"»xp)~ I?X])
+ We want to find a linear combination / of predictors x = (xy, ==+, x,) to

- describe the actual relationship between y and Xy, *=- , X,
- usey = x'f to predict y

- Examples

- find relationship between pressure and water boiling point

- use GDP to predict interest rate (the accuracy of the prediction is important but the
actual relationship may not matter)
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Ordinary Least Square Estimate — Unbiased

Residual Sum of Square:
RSS(53) m

P 2

(l/.,' — 3o — Z;F"j‘ij) 4

j=1
In @ matrix form:

RSS(3) = (y — X3)T (y — X3).

Differentiating with respect to 3, we obtain:

IRSS T
=D =0
Js Ay =24)
Assuming (for the moment) that X has full column rank (each of the columns of the
matrix are linearlyindependent), and hence X”X is invertible, we set the first

derivative to zero, and get the unique solution to B -
XT(y —XB) =

8= (XTX) 1XTy,
OLS has the minimum mean square error among unbiased linear estimator

(Gauss Markov Theorem) though a biased estimator may have smaller MSE than LSE
( Bias: difference between the expected model prediction and the true value )
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Issues/Solution for Least Square
Estimate

e |ssues:

When multicollinearity exists, X7 Xis not invertible, least squares coefficients 3
have high varianceand are poorly determined.

When p > n, the p x p matrix X7 X has rankat most n, and is hence singularand
cannotbe inverted

* Solution:

» Biased (Penalized ) Estimator ( sacrifice bias, reduce variance )

Wall Street Fintech Club (WSFC), © All Rights Reserved ,www.wallstreetfintechclub.com, AL 5. E/REFintechlB iR, 28 1E RIZAUE




Ridge Regression — Shrink Coefficients

Add bias to the least square estimate of linear regression:
N P

- . ; x93
pridge _ argmm{ E (yi — Bo — E i 55)
B

i=1 j=1

equivalentto:

N p
. 2
j3ridee — aromin E ( y; — Bo — E .zr,-j;'ij) ;

B =1 =1

P
subject to Z 3;" <t (the higher the A, the lower the t)
j=1

Ridge Regression Residual Sum of Squares in matrix form:

RSS(A) = (y — XB) T (y — XB) + 2878,

AR 1 KT 4. M~ Xy,

A wildly large positive coefficient on one variable can be canceled by a similarlylarge
negative coefficient on its correlated cousin. By imposing a size constrainton the
coefficients, this problem s alleviated.
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Ridge Regression - Biased

E[(X"X+ )" 'X"Y]
E{I+XX"X)"(X'X)"'X"Y}
E{[I+X(X"X)""]"! 8}

I+ X"X)" " E(B)
I+AxX'X)""7'B

B

Unbiased when \ = ()
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OLS Variance vs Ridge Variance
- OLS Variance

var(A) cov(BB) cov(BB) - cov(BA)
cov(BB) var(B) cov(Bf) - cov(BB)
=|co(BR) cov(Bf) var(B) - co(Bf)

cov(B.R) cov(Bf) cov(Bf) -+ var(B)

Var(P) = El(B-ELBIB-EA) ]
=EH(B-PB-P"]

B=B+(XTX)' XU or - p=(XTX)'x"U

Var(B) = El(B- BB~ B)]

=H(X" X' X'U) UTXXT O]
=(XTX) xT EuUT1 X (XX
=X’ x0'x' Frxx'x?
=T o X ra’n?

=g XTX)I
=} (XTx)?

Variance: When repeated multiple times, how much predictions vary by different realizations of the model
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OLS Variance vs Ridge Variance
- Ridge Variance

Hereto define:
Wy = [I+2XTX)"Y!

Then note that:

Wi = T+~ &EX)XTY
= (X4 M) XXX XY
= (XX + )" xTy

B\
Va.r[W,\B]

W, Var[3]WT
W, (XTX) "W}

Var(B) e Var[B()\)]
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OLS Variance vs Ridge Variance
- Orthonormal Case

In the orthonormal case, we have Var(3) = o°I
and

Var[B(\)] = o*W(XTX)"'wWT
= @[l 4 M| I{[T 411}
= o1 4 X1

As the penalty parameter is non-
negative the former exceeds the
latter.
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Expected Prediction (Test) Error and A
Selection

Suppose f3, is the true value and y = x7 8, + ae, € ~ N(0, 1)

- Prediction error at x(, the difference between the actual response and the model prediction

EPE(xo) = E[(y —x[)*lx = x0]

EPE(xg) = 6° +

EPE(xg) =6 +[B|ds (\ /i)+Vdr(\ /})l

* Abiased estimator may achieve a smaller prediction error than an un-biased estimator

02 03 04 05 06
I A A A 4

00 0t

*  When A reduces, bias reduces, variance increases
* A isdetermined by cross validation from the smallest prediction error run
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Ridge Regression Properties

* |f two predictors are highly correlated among
themselves, the estimated coefficients will be

similar for them.

* |f some variables are exactly identical, they
will have same coefficients

* Ridge Regression does not zero coefficients
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LASSO Regression — Feature Selection
(Least Absolute Shrinkage and Selection Operator)

N P
. i
IBIaSSO s argnlln{ 5 Z (yz g ,BO = Z Iij *3])2

=1 =1

N p 5
f/Al J— . 1 / /- e
g0 —. aromin E (yz- — Bo — E .Lz'j;Bj)
2 j=1

B

P
subject to Z 18;] <.
=1

Solutionsnonlinearin response variable, there is no closed form expression
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Coefficients for Ridge and LASSO Regression (l)

High Probability that | ’ | 7 \
optimumpointfalls " | 3 2 / B Sum of Square Error

inthe corner \
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Coefficients for Ridge and LASSO
Regression (Il)

Ridge Regression Lasso Regression

- When A reduces to 0, they become OLS
-When A increases, more regularizationimpact. Lasso zero coefficients eventually, Ridge
Just reduces coefficients and saturates. 13
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Issues/Solution for LASSO

Issues:

- If a group of predictors are highly correlated
among themselves, LASSO tends to pick only
one of them and shrink the other to zero

- For p > n problem, LASSO at most selects n
features

Solution:
- Combine LASSO and Ridge
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Elastic Net

The optimization problem for Naive Elastic Net is

B(Naive ENet) = argming  ||ly — X% + \1|8]1 + A2(|8|2
® )\; and )\ are positive weights. Naive Elastic Net has a combined [, and [, penalty.
® )\; — 0, Ridge regression; \» — 0, LASSO.

® Deficiency of the Naive Elastic Net:
Empirical evidence shows the Naive Elastic Net does not perform satisfactorily.
The reason is that there are two shrinkage procedures (Ridge and LASSO) in it.
Double shrinkage introduces unnecessary bias.

® Re-scaling of Naive Elastic Net gives better performance, yielding the Elastic Net solution:

B(ENet) = (1 + X2) - B(Naive ENet)
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Elastic Net - Constraints
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Summary

Ridge Regression:
* Good for multicollinearity and grouped selection
* Notgood for variable selection

LASSO
* Good for variable selection
* Notgood for grouped selection or strongly correlated predictors

ElasticNet
* Combinestrength of Ridge Regression and LASSO

Regularization:

* Tradebiasfor variance reduction
» Betterpredictionaccuracy
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Appendix
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OLS - Unbiased

e a0y TR 0 Gh R b RN Ob GRE &
= I+ (X' XY XU
=g+ X" X)" XU

E(B)=E[B+(X"X)'XTU]
=E(B)+ E[(X"X)' X™U]
= [+ (XTX)“XTE(U)
=B
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Bias Variance Decomposition

MSE = Ep,[(6 — 8)%] = Ep,[(6 — E[6] + E[6] — 6)?]
= Ep,[(0 — E[6))’] + Ep,[(E[8) — 6)*] + Ep,[2(6 — E[6])(E[6] - 6)]
= Ep,[(0 — E[6))’] + Ep,[(E[8) — 6)*] + 2(6 — E[6])(E[6] — E[6])
= (EI6] - 6)* + Var [4]
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